The Motor System: Lecture 1

The fundamental problem of motor control
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Why do we have a nervous system?

Slide  AUTONUM  \* Arabic   Is a nervous system necessary for life beyond a single cell?  The answer is no.  Living organisms that do not move actively, including organisms like plants, have evolved quite successfully without a nervous system.  A nervous system is necessary for multicellular organisms that can produce active movements.  An interesting example of this is in the “sea squirt”.  The adult form of this creature is plant-like, rooted to a stable object in the sea.  It feeds by filtering seawater.  However, in its larval form it freely swims.  It turns out that in its larval form, it has a small brain consisting of 300 neurons.  This nervous system receives sensory information from the surrounding environment via an organ of balance, a light-sensitive patch of skin, and a primitive spinal cord that controls its muscle-like tail.  Upon finding a suitable substrate to plant itself upon, the larva proceeds to bury its head into the selected location and never moves actively again.  Once attached, it literally digests its own brain, spinal cord, and muscles.  The lesson is that the evolutionary development of a nervous system is to allow us to move.  

Selecting actions and performing them
Slide  AUTONUM  \* Arabic   We perform actions in order to acquire rewarding states.  For example, we may reach in order to pick up a cup of tea and bring it to our mouth.  Our ability to choose from among the infinite number of actions available at any given time depends on the brain’s ability to assign value to potential actions.  We will see that the basal ganglia play a fundamental role in this ability to select actions.  However, once an action has been chosen, the problem remains how to perform it.  We will see that the cerebellum plays a fundamental role in this ability to control the process of performing actions.

Slide  AUTONUM  \* Arabic   The process of generating action can be summarized by this simple diagram.  We use the cost and rewards associated with an action to generate motor commands.  Our motor commands cause state of our body to change.  We sense these state changes through our sensory system.  However, we also predict what the sensory changes should be through internal models (called forward models).  We combine what we predicted with what we actually sensed to form beliefs about the state of our body.  We use this belief to produce further motor commands.
The problem of “what to do”: selection of action based on a value function associated with locations on a spatial map

Slide  AUTONUM  \* Arabic   We select actions based on cues that are available to us.  Some of these cues may be external, and are sensed through the visual or other senses.  For example, suppose that a mouse is released into a pool of water from some random starting point.  A platform is positioned in a specific location just below the water line and cannot be seen.  The platform is always at the same location in the pool.  Rats dislike being wet, and will try to find a way to elevate themselves.  The normal rat can learn to locate the platform position with respect to the cues that surround the pool.  For example, the rat might learn that the platform is near the wall that has a particular feature on it.  This requires learning a spatial map of where the platform is located with respect to the surrounding visual cues.  With repeated swims, the animal learns a spatial map.  This spatial map is analogous to a reward function that associates places in the pool with the likelihood of the platform (and therefore, the likelihood of not having to be wet).

Once the map is learned, the animal can find the platform regardless of where he is released into the water because the map is with respect to the cues on the walls.  If the platform is removed, the normal animal will spend most of his time searching in the quadrant where the platform should be.

Learning of this sort of spatial map depends on the hippocampus.  If a genetically altered rat with a malfunctioning hippocampus is given the same training, he will not learn the spatial map and will spend equal time in each quadrant.  Therefore, when we need to select an action based on a spatial map that assigns values to places, we rely on the hippocampus.
The problem of “what to do”: selection of action based on values associated with objects
Slide  AUTONUM  \* Arabic   Sometimes, certain cues are rewarding no matter where in the external world they are located.  For example, a cup of tea may be rewarding regardless of whether it is positioned on the right side or left side of the table.  In another example, consider a pool where there are two hidden platforms: one that is large enough for the mouse to mount, and one that is too small.  Both have a distinct visual cue associated with them (a little flag attached to each platform, each of a different color).  The platforms may be positioned in any quadrant, and will change from trial to trial.  Therefore, the animal needs to learn that the red flag indicates the location of the platform and is therefore a rewarding object.  Because the flag moves around from trial to trial, it needs to learn that the location of the platform is not constant in the spatial map.  We see that there is a natural competition between learning systems:  is the platform the same “place” as before (where place refers to a location in the spatial map), or is the platform always where the red flag is located?  After a few trials where the flag moves around, the animal should learn that the spatial map is a not a good indicator of the platform, and therefore the values associated with places in the spatial map should be near zero.  However, the value associated with the flag should rise.

Animal performs 8 swims per day for 15 days.  The animal needs to learn that the red flag, and not the other flag or surrounding cues, is important and that it indicates location of the platform.  He needs to ignore the memory of the spatial position of the platform in the previous trials.  Every time the animal tries to mount the platform below the non-red flag, an error is recorded.  It turns out that when the basal ganglia is damaged (lesion to the caudate nucleus), it severely disrupts the ability of the animal to recognize that across repeated trials, the only cue that consistently predicted platform location is the red flag.  Lesion in the hippocampus has no effect.  Because the spatial cues are irrelevant to finding the platform, the animal behaves normally.
The major reward system in the brain is the neurotransmitter dopamine

Slide  AUTONUM  \* Arabic   Dopamine releasing neurons have their cell bodies in the midbrain area of the brain stem.  They project to three main areas: the striatum, the hippocampus, and the prefrontal cortex.  The path from the midbrain to the striatum is called nigrostriatal tract.  The path from the midbrain to the hippocampus is called the mesolimbic tract.  The path from the midbrain to the prefrontal cortex is called the mesocortical tract.

Dopamine signals if a stimulus is believed to be rewarding

Slide  AUTONUM  \* Arabic   About 80% of the dopamine in the brain is in the basal ganglia.  Dopamine releasing neurons that originate in the midbrain (an area called the substantia nigra) project to the striatum (a part of the basal ganglia).  This figure shows a dopamine neuron in substantia nigra that responded to unexpected rewards that occurred in association with a visual cue.  As the probability of reward increased, the cell’s response after the reward decreased, responding instead to the visual cue, which now predicted the reward. Abbreviation: p, probability of reward.

The earliest studies of neuronal activity in the dopaminergic (DA) cells of the midbrain led to few published reports. The investigators conducting those experiments often reported frustration over the fact the neurons never seemed to “do anything.” For example, the DA cells discharged at about 2–4 Hz, but this rate never seemed to change. Although they did not recognize it at the time, the people who made these observations had actually stumbled upon a crucial and important property of DA cells. The earliest recordings were made in monkeys that performed highly over learned movements—a simple flexion and extension of the arm—in a highly stereotyped and repetitive manner. The monkeys performed the task perfectly and learned nothing during the recording sessions.

When Wolfram Schultz and his colleagues re-examined the activity of midbrain DA cells years later, they placed their monkeys in a situation involving learning, and the cells showed significant modulation in their activity level. They found that these cells carried a signal that conveyed an error in the prediction of reward, i.e., feedback about the goal achievement and outcome in biological terms. The monkeys in the early studies never made errors and never received an unexpected reward; hence the cells never registered any error in reward prediction. When an unexpected reward occurs, the DA cells increase their discharge rates. After repeated experience, the cells become unresponsive to rewards per se, but discharge after signals that predict reward. The omission of expected rewards led to a decrease in the firing rate of DA neurons. Thus, DA cells seem to encode both errors in predicted reward and events that predict reward

Rewarding behaviors are performed faster, and produce greater activity in the caudate nucleus of the basal ganglia
Slide  AUTONUM  \* Arabic   Okihide Hikosaka and his colleagues have studied the prediction of reward by neurons in the caudate nucleus, part of the striatum (a part of the basal ganglia). In their experiment, the monkey had to make either a left or right saccadic eye movement, cued by a light spot, in order to keep the trials coming. However, for a block of consecutive trials, only movements to the left target would produce a reward. Then the experimenters reversed that contingency, and, after the reversal, only movements to the right target produced reward. The activity of striatal neurons related to leftward saccades increased after just one trial when a leftward target became associated with reward. In conjunction with that increase in activity, the monkeys responded faster to that cue. Then, after the experimenters switched the reward contingency so that rightward, not leftward, movements produced rewards, the cell slowly returned to its original, lower level of activity, as the monkey responded more slowly for the leftward target

The problem of “how to do it”: translating goals into motor commands
Slide  AUTONUM  \* Arabic   Once we decide on a goal, the next problem is to produce the “best” motor commands that smoothly and accurately achieve the goal.  For example, consider the goal of reaching to a cup and picking it up.  Although there are an infinite number of paths that your brain can choose to move your hand, it almost always picks a straight, smooth path.  It costs more to move in a curved path as it requires more motor commands.  

Making a movement is more than just sending motor commands.  The brain also needs to decide how it will responds to sensory feedback during the movement.  Sending commands and responding to sensory feedback is a “control policy”.
Slide  AUTONUM  \* Arabic   As an example, let us consider the high-jump event in the Olympics.  Early champions used a scissors technique, folding their body and rapidly moving their legs in a scissor-like motion to clear the bar.  Later champions used a rolling technique.  However, a solitary innovator at Oregon State University, Dick Fosbury, radically improved the technique by going over the bar in a flat position.  Note that the techniques kept improving by reducing the motor costs for the task: in the Fosbury’s approach, the center of mass of the body is actually below the bar because both legs are below the bar.
Motor costs:  large motor commands produce noisy results 

Slide  AUTONUM  \* Arabic   In choosing our control policy, we need to try to get as much reward as possible, while minimizing out motor commands.  Why should we minimize motor commands?  One reason is that motor commands cost energy.  But when you think about something as simple as eye movements, it is hard to imagine that costs are very high.  A more compelling reason, however, is that large motor commands produce noisy, variable movements.  To make our movements more predictable and less variable, the best policy is to produce the movements that require the least amount of motor commands.
In this experiment, participants produced a given force with their thumb flexors. In one condition (labeled “voluntary”), the participants generated the force, whereas in another condition (labeled “NMES”) the experimenters stimulated their muscles artificially to produce force. To guide force production, the participants viewed a cursor that displayed thumb force, but the experimenters analyzed the data during a 4-s period in which this feedback had disappeared. A. Force produced by a typical participant. The period without visual feedback is marked by the horizontal bar in the 1st and 3rd columns (top right) and is expanded in the 2nd and 4th columns. B. When participants generated force, noise (measured as the standard deviation) increased linearly with force magnitude. Abbreviations: NMES, neuromuscular electrical stimulation; MVC, maximum voluntary contraction.  

Predicting the sensory consequences of motor commands via internal models
Slide  AUTONUM  \* Arabic   The brain translates goals into motor commands by relying on models.  Internal models are a neural representation of what your brain predicts about the world.  For example, an internal model can predict how motor commands will change the state of the body.  
Slide  AUTONUM  \* Arabic   To see an example of this, consider an experiment where a person is holding a book and is asked to maintain it at a steady horizontal level.  Now if you were to pick up the book from his/her hand, that hand would rise up.  This is because despite the fact that the person can see you moving your hand to remove the book, the nervous system is still to slow to react.  As a result, the activity in the biceps (which is producing force to hold the book) is not shut off at the right time, and so the elbow moves up.  Now if we ask the subject to pick up the book by their own hand, we note that the hand holding the book remains steady.  The reason for this is because when you generate a motor command, your brain also predicts the sensory consequences of it.  In this case, when the right arm is commanded to move and lift the book, a part of your brain listens to these motor commands and predicts that the result will be a sensory event affecting your left arm.  Based on this prediction, the motor commands to the left biceps are shut off at precisely the right moment when the right hand lifts the book.
In general, our ability to finely control our movements depends on models that our brain builds.  These models predict how motor commands produce changes that we can sense in our body and in the world around us.  The technical term for these models is “forward models”, as they reflect the forward dynamics of our body and the world around us (forward in the sense that the causal nature of dynamics is an input that is motor commands or force and an output that is a state change as in position or velocity change).  Forward models receive a copy of motor commands and predict the sensory consequences.  Because of this prediction, we can overcome delays in sensory feedback.
Predicting consequences of motor commands during voluntary movements

Slide  AUTONUM  \* Arabic   We can see an example of how the brain predicts sensory consequences of motor commands by having volunteers move their arm and then use their eyes to gaze at where they think their hand is located.  If they cannot see their hand, they will move their eyes in a sequence of saccades (rapid eye movements).  The saccades will position the eyes ahead of the hand, leading it by about 200ms.  
Slide  AUTONUM  \* Arabic   In contrast, if the hand is moved by the experimenter and not voluntarily by the subject, the brain can only follow the sensory feedback and cannot make predictions.  In this case, the eyes lag behind the hand.

The cerebellum takes part in forming internal models
Slide  AUTONUM  \* Arabic   In patient HK, we have a very unusual condition where the individual is missing their cerebellum (due to a very rare developmental condition).  She is a 63 year old individual that participated in an experiment similar to the one where we pick up a book from our own hand.  In this experiment, she holds force transducer that measures grip forces.  Attached to the transducer is a basket.  
Slide  AUTONUM  \* Arabic   The experimenter drops a ball into the basket.  When the ball drops, it exerts a downward load force on the patient’s hand.  The patient responds by squeezing the transducer so that it will not slip out of her hand.  Because there are delays in sensing the drop of the ball, the grip response by the patient is delayed with respect to the drop of the ball (about 100ms after ball hits the basket, the grip force increases).  Both healthy individuals and the patient show this delayed response.

Slide  AUTONUM  \* Arabic   In this experiment, the subject drops the ball herself.  In a healthy individual, the cerebellum predicts that release of the ball will result in an increased downward load when the ball hits the basket.  In anticipation of this event, the healthy individual will squeeze harder around the time that the ball is released, and before the ball hits the basket.  The patient without a cerebellum, however, cannot make this prediction.  Rather, she responds to the perturbation the same way that she responded when the ball was dropped by the experimenter.  Therefore, the cerebellum is required for the ability to predict the sensory consequences of motor commands.
Some of the disorders in basal ganglia function may be related to an imbalance between expected costs and rewards of movements






